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Abstract: Gait recognition is a type of biometric technique 
that might be utilized to monitor human beings without their 
assistance. Reserved surroundings like banks, military 
establishment & even airfield want to be capable to instantly 
identify threats and arrange distinct positions of access to 
dissimilar user sets. Gait displays a specific method or style of 
moving on foot and gait identification is the method of 
recognise a single person by the way in which they walk. Gait 
is limited restrained biometric, that provides the feasibility to 
recognize human being at a range, without any correlation or 
participation from the subject; this is the advantage that 
makes it so interesting. This paper planned new way for gait 
identification. In this way, initially binary silhouette of a 
walking individual is identified from every frame. After that, 
element from every frame is derived applying picture 
processing process. Here centre of mass, step range distance, 
and cycle range are talking as key item. Finally neural 
network is employed for practice and examination function. 
We have generated various model of neural network related 
to covered layer, choice of practice algorithmic rule and 
setting the various specifications for practising. Here whole 
investigations are completed on gait database. Various classes 
of practising and examination dataset provide various 
outcomes. 

Keywords: SVM, Neural Networks, PAL and PAL Entropy, 
Kernel Classifiers.  

I.  INTRODUCTION 
Gait recognition is almost a brand new biometric 
recognition technique that’s purpose to recognize human 
beings at a range by the style they walk. It has the benefit 
of being restrained, hard to disguise, non invasive and 
impressive from a range. Human gait identification as a 
brand new biometric planned to identify people by the way 
of person walking that include the physiological or 
observable features of person. Gait identification method 
might be categorised rely upon the sensors utilized into 3 
classes named as; motion vision based, wearable sensor 
based and floor sensor based. The motion vision could be 
classified into 2 classes named as; appearance based 
systems and model based systems. The appearance based 
method can be also subcategorised in 2 kinds; state space 
scheme and spatial-temporal scheme.  Biometric gait 
identification specifies to proving or recognizing peoples 
using their walking manner. Person identification related to 
gait is almost current correlated to another biometric 

strategy like fingerprint, iris, facial etc. The wearable 
sensors and floor sensors methods are too capable to 
recognize human beings but in various situations correlated 
to motion vision method. The wearable sensors method 
wants to bring essential sensors that allow measuring the 
various walk methods. The sensors might be set on any part 
of the body according to the sensors features to receive gait 
info to assemble with practising dataset. The sensors might 
be set up on hip, legs, arms or another part of the body. 
The floor sensors are placed into the ground or on the 
ground that empower to identify the appropriate 
measurement. The most significant point is to assemble 
examining dataset with practicing dataset to detect the 
subjects. Both methods are important for access conduct 
like office, airport, mega mall and another blocked area. 
Motion vision might be employed for supervision, access 
control, identification and another monitoring reason. The 
most significant benefit is that person walking picture 
might be captured from high range and the picture is then 
refined with low determinations. During this paper, we 
target on two dissimilar methods Principle Component 
Analysis (PCA) solely and PCA with radon transform (RT) 
on machine vision for gait identification reasons. 
In gait recognition, silhouette is explained as an area of 
pixels of the walking person. Silhouette extraction 
generally targets on dividing the human body parts. 

SUPPORT VECTOR MACHINE 
The Support Vector Machine (SVM) is a state-of-the-art 
classification system introduced in 1992 by Boser, Guyon, 
and Vapnik. The SVM classifier is generally utilized in 
bioinformatics (and another method) because of its greatly 
precise, capable to compute and evaluate the high-
dimensional info like gene style and exibility in modelling 
varied causes of info .SVMs related to the common class of 
kernel procedures. A kernel procedure is an algorithmic 
rule which rely upon the info solely via dot-products. When 
this is the case, the dot product could be exchanged by a 
kernel function that calculates a dot product in a few 
probably great dimensional character spaces. This has 2 
benefits: 1st, the capability to produce non-linear decision 
edges applying systems designed for linear classifiers. 2nd, 
the use of kernel functions grants the user to employ a 
classifier to info which have no obvious fixed-dimensional 
vector space representation. The best example of this type 
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of data in bioinformatics are series, either DNA or protein, 
and protein structure. Using SVMs efficiently needs an 
ability of how they work. When practicing an SVM the 
practitioner wants to make a number of resolutions: how to 
pre-process the data, what kernel to use, and at last, setting 
the parameters of the SVM and the kernel [1]. Unaware 
selections may result in acutely shortened achievement. We 
desire to give the user with an instinctive ability of these 
selections and give common usage instructions. All the 
examples shown were developed using the PyML machine 
learning environment that targets on kernel techniques and 
SVMs. 
 
Neural Networks  
The human brain is greatly difficult machine able of 
determining very complicated issues. However we have a 
better ability of a few of the basic operations that run the 
brain, we are still distant from able to understand entirety 
there is to know about the brain.  
The NN is a network consisting of joined neurons. The 
centre of the neuron is known as the nucleus. The nucleus 
is joined to another nucleus via manners of the dendrites 
and the axon. This joint is known as synaptic joint. The 
neuron can burn electrical pulses via its synaptic joints that 
are accepted at the dendrites of another neuron. When a 
neuron accepts suitable electrical pulses via its dendrites, it 
initiates and burns a pulse via its axon that is then accepted 
by another neuron. In this manner info can propagate via 
NN. The synaptic joints alter during the career of a neuron 
and the quantity of incoming pulses required initiating a 
neuron (the threshold) also changes. This feature grants the 
NN to study.  
 
KERNELS: From Linear To Non-Linear Classifiers 
In various functions a non-linear classifier gives improved 
precision. And yet, linear classifiers have benefits, one of 
them being that they often have common practicing 
algorithmic rules, which scale well with the number of 
examples [9, 10]. These requests the queries: Can the 
equipment of linear classifiers be spread to produce non-
linear resolution edges? Moreover, can we handle domains 
like protein sequences or structures where a representation 
in a fixed spatial vector area is not usable? The naive 
method of making a non-linear classifier out of a linear 
classifier is to map our info from the input space X to a 
feature space F applying a non-linear feature. 
The method of certainly calculating non-linear characters 
does not scale well with the number of input 
characteristics: when using the mapping from the previous 
example the proportions of the feature area F is rectangular 
in the dimensionality of the initial area. This result in a 
rectangular development in memory usage for saving the 
features and a rectangular development in the time required 
to calculate the discriminant function of the classifier. This 
rectangular complication is possible for low dimensional 
info; but when managing gene expression info that can 
have hundred of dimensions, rectangular complication in 
the number of dimensions is not sufficient. Kernel systems 
resolve this complication by avoiding the step of certainly 
calculating the info to a high dimensional feature-space. 

PROPERTIES OF SVM 
Some of the properties of SVM are given below 
1. Flexibility in choosing a similarity function 
2. Scarcity of resolution when handling with large data sets 
 - Only support vectors are used to specify the separating 
hyper plane  
3. Ability to handle large feature spaces 
- Complexity does not depend on the dimensionality of the 
feature space 
4. Over fitting can be controlled by soft margin approach 
5. Nice math property: a simple convex optimization 
problem which is guaranteed to      converge to a single 
global solution 
6. Feature Selection. 
 
APPLICATIONS OF SVM 
SVM has been used successfully in many real-world 
problems 
-Gait recognition 
- Text (and hypertext) categorization 
- Image classification 
- Bioinformatics (Protein classification, 
Cancer classification) 
- Hand-written character recognition 
 
Pal and Pal Entropy 
Entropy defined by Shannon of an n-state system is given 
as 
 
∑ − = ܪ                  ௡݅݌	݃݋݈	݅݌

௜ୀଵ                        (1) 
Where pi , is the probability of occurrence of the event i 
and 
 
                ∑ ݅݌ ൌ 1௡

௜ୀଵ  0 ≤ pi ≤ 1                      (2) 
                       
          And ΔI = ݈݃݋	 భ

೛೔
	ൌ 	െ݈݃݋	ሺ݅݌	ሻ	              (3)	

Where Δܫthe gain in information or measure of ignorance 
of an event is inversely related to its probability of 
occurrence. 
The expected value of Δܫ is taken as the entropy, i.e. 
 
∑ −=ܫΔܧ = ܪ              ݅݌ log ௡݅݌

௜ୀଵ                     (4) 
Measure of ignorance or the information gain in Shannon’s 
theory is taken as log ( భ

೛೔
) and is expected to lie between 

two finite limits.  
But the ignorance can be better represented by 
 
) than ( ݅݌ − 1) భ

೛೔
). We now define the information 

corresponding to the occurrence of the ith event as: 
  
        Δ( ݅݌)ܫ = log(1 − ݅݌ ) ݎ݋ − log(1 − ݅݌ )     (5) 
Then ΔI < 0 or increases with p, which is intuitively 
unappealing. Pal and Pal [34] have replaced the logarithmic 
gain with the exponential gain function. Pal and Pal 
Entropy is defined as: 
           
             Hi(m,n,τ)=Σpi(m,n)݁ሺଵି௣௜ሺ௠,௡ሻሻ          (6) 
Where ݅݌(݉,݊)= Probability of gray level i of pixel 
position (m,n) throughout the Gait cycle. 
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II. LITERATURE SURVEY 
Huang and Boulgouris proposed a gait recognition system 
that uses multiple views. They have used six views 
according to Motion of Body (MoBo) database. They 
united the gait cycles which resulted in an improved 
recognition rate of 96%. 
 
Guo and Tian planned a gait recognition technique related 
to anatomical information. They enforced Hidden Markov 
Model for the examination reasons. Firstly, they draw out 
the silhouette employing morphological operation and 
chosen gait time. For the examination, they applied CMU 
gait database and chosen three walking manners gait cycles 
that are fast, slow and carrying a ball for recognition 
reasons. 
 
Sharmila and Kirubakaran developed a method to extract 
human gait feature automatically even in low resolution. 
They enforced two methods for silhouette extraction known 
as Image Based Gait Recognition and Formula Based Gait 
Recognition in free action characteristics from video 
sequence. The picture based gait method can contract with 
clothing, illumination, separation and tracking. The formula 
based method contracts with height and gait specifications 
of walking gait. They employed their own video frame and 
enforced it for recognition reasons. 
 
Honggui and Xingguo proposed dimension reduction 
technique for gait images. They found that the Gaussian 
technique is improved than the common background 
subtraction method. They also enforced gait alignment 
method. The various methods of gait cycles have been 
enforced for test and at last Fast Fourier Transform (FFT) 
module employ to 1D Locally Linear Embed (LLE) for gait 
identification reasons. They enforced CMU MoBo gait 
database and produced 92% recognition rate in rank 5. 
 
Qiong et al. planned gait identification related to PCA and 
Linear Discriminate Analysis LDA. PCA is generally used 
for dimensional minimize method and LDA is achieved to 
optimize the pattern class. For the examination, they 
applied their own database and they attained improved 
recognition rate from PCA correlated to (LDA). During this 
paper, we discus and correlate the outcome about PCA with 
RT and PCA without RT method for gait recognition 
purposes. 
 

III. METHODOLOGY 
The methodology is defined as the steps followed for 
performing the proposed research work.  
 
Phase 1: Select a Live Video for database. I develop a code 
so that live video is automatically converted into video 
frames and mat file as database.   
 
Phase 2:  Select a Live Video for Input. I develop a code so 
that live input video is automatically converted into video 
frames. Then I develop a code so that video frames 
background subtraction for input video takes place. 
 

Phase 3: I develop a code for noise removal of input video 
frames. Then I develop a code to extract different features 
of video frames like height, length of hand, length of leg, 
distance between left hand and right leg and distance 
between right hand and left leg. 
 
Phase 4: After the feature extraction process I perform 
recognition process that is the feature of the live database 
video and the live input video is matched. I develop a code 
to show the result whether live input video matched with 
live database video or not.  
 
Phase 5: Lastly I develop a code to test recognition 
performance of our proposed method using Support Vector 
Machine (SVM) and Neural Network (NN) which will 
show better results than previously obtained using other 
different methods. 
 

IV. EXPERIMENTAL RESULTS 

 
Fig. 1 

 

 
Fig. 2: Comparison of Average Accuracy 

 

 
Fig. 3: Graph of Average Accuracy 

Deepti Gautam et al, / (IJCSIT) International Journal of Computer Science and Information Technologies, Vol. 7 (4) , 2016, 1809-1812

www.ijcsit.com 1811



 

 

 
Fig. 4: Comparison of Average Accuracy 

 

 
Fig. 5: Graph of Average Accuracy 

 
V. CONCLUSION 

Gait recognition has been proposed previously but there 
have been always need for better gait recognition 
technique. The existing human identification using gait 
recognition doesn't consider some important parameters 
like distance between hands and thus it is poor in quality. 
The existing human identification using gait recognition 
algorithm is costlier. Therefore, proposed an enhanced 
human identification using gait recognition algorithm 
which is based on pal and pal entropy. Our enhanced 
human identification using gait recognition algorithm is 

low cost and more accurate. Our enhanced human 
identification using gait recognition algorithm is fast and 
thus saves time.  
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